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Experimental and Ex Post Facto Designs

Progress is relative. We measure progress by noting the amount
of change between what was and what is. And we agttempt to
account for the change by identifying the dynamics that have
caused it. Ideally, we must manipulate one possible causal factor
while keeping all other possible causal factors constant; only in
this way can we determine whether the manipulated factor has
an effect on the phenomenon we're studying. To the extent that
multiple factors all vary simultaneously, we learn little about true
underlying causes.

In the designs we've discussed up until now, we've made no systematic attempt to determine the
causes of the phenomena being studied. But ultimately we often do want to know what causes
what; in other words, we want to identify cause-and-¢ffect relationships.

A researcher can most convincingly identify cause-and-effect relationships by using an
experimental design. In such a design, the researcher considers many possible factors that
might cause or influence a particular condition or phenomenon. The research then attempts to
control for all influential factors excep those whose possible effects are the focus of investigation.

An example can help to clarify the point. Imagine that we have two groups of people. We
take steps to make sure that these two groups are, on average, so similar that we can, for all in-
tents and purposes, call them equivalent. We give them a pretest to measure a particular charac-
teristic in which we’re interested (perhaps blood pressure, academic achievement, or spending
habits). Then we expose only one of the groups to a treatment or intervention of some sort (per-
haps a new drug, an instructional method, or an advertising campaign) that we think may have
an effect on the characteristic we are studying. Afterward, we give both groups a posttest to meas-
ure the characteristic once again. If the characteristic changes for the group that received the in-
tervention but does not change for the other group, and if everything about the two groups has
been the same excepr for the intervention, then we can reasonably conclude that the treatment or in-
tervention brought about the change we observed. Because we have not only observed the situa-
tion but also manipulated i, we have used an experimental design.

We must clarify the difference between an experiment and an experimental design. An experi-
ment does not necessarily involve an experimental design. As an illustration, consider a problem
that arose in Thomas Edison’s laboratory in the early days of the incandescent electric lightbulb.
Edison had given his engineers a lightbulb that was both round and tapering in shape and asked
them to calculate its volume. Bach engineer drew on a wealth of mathematical knowledge to solve
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the problem, yet each arrived at a different answer. Edison then went into his laboratory, filled a
container with water, measured the water’s volume, immersed the incandescent bulb inro it, and
snipped off the pointed glass tip. Water rushed into the bulb (because it was a vacuum) and filled
it completely. Edison removed the water-filled bulb from the container and then measured the
amount of water that remained. The difference between the amount of water in the container be-
fore and after the lightbulb had been filled was the volume of the bulb.

That was an experiment. It was not research, nor was it an experimental design. The exper-
iment merely determined a fact (the volume of the lightbulb), and for that particular fact there
was 1o further meaning to be derived. Had Edison been able to interpres his findings in some ad-
ditional way, then his experiment would have been a research experiment.

Some of the research designs we describe in this chapter are true experimental designs; as
such, they allow us to identify cause-and-effect relationships. Other designs in this chapter elim-
inate some—but not all—alternative explanations of an observed change. All of the designs in
this chapter have one thing in common: clearly identifiable independent and dependent vari-
ables. In the following sections, we distinguish between independent and dependent variables
and explore the importance of control for studying cause-and-effect relationships. After that, we
introduce you to a variety of research designs that involve an environmental intervention of some
sort—either an intervention that a researcher directly manipulates (resulting in an experimental
design or one of its relatives) or one that the environment has provided before a research study
begins (resulting in an ex post facto design).

INDEPENDENT AND DEPENDENT VARIABLES

In previous chapters, we have occasionally used the term variable, but we haven’t stopped to de-
fine it. We do so now: A variable is any quality or characteristic in a research investigation that
has two or more possible values. For instance, variables in studies of how effectively children learn
in classrooms might include instructional methods used; teachers’ educational backgrounds,
emotional warmth, and beliefs about classroom discipline; children’s intelligence, personality
characteristics, prior learning experiences, reading skills, and study strategies; and of course, how
much children actually learn in class. Variables in studies of how well seeds germinate might in-
clude amounts of sun and water, kinds of soil and fertilizer, presence or absence of various para-
sites and microorganisms, genetic makeup of the seeds, speed of germination, and hardiness of
the resulting plants.

When we investigate cause-and-effect relationships, we are, of course, looking at the extent
to which one variable (the czuse) influences another variable (the ¢ffecr). A variable thar the re-
searcher studies as a possible cause of something else—in many cases, this is one that the re-
searcher directly manipulates—is called an independent variable. A variable that is potentially
influenced by the independent variable—that “something else” we just mentioned—is called a
dependent variable, because it is influenced by, and so to some extent depends on, the inde-
pendent variable. In research in the social sciences and education, the dependent variable is often
some form of human behavior. In medical research, it might be people’s physical health or well-
being. In agricultural research, it might be quality or quantity of a particular crop.

To illustrate the two kinds of variables, we take a simple situation in the physical world. Sup-
pose an investigator connects a potentiometer to a source of electricity and then connects a volt-
meter to the potentiometer. The potentiometer, a resistor, allows the investigator to control the
voltage that reaches the voltmeter: By turning a knob in one direction or the other, the investi-
gator can allow more or less voltage to travel forward, and the voltmeter measures the voltage
that reaches it. In this situation, the voltage that the potentiometer delivers is the independent
variable. The reading on the voltmeter—where the needle points on the face of the instrument—
depends on the volrage and so is the dependent variable.

Let’s now consider an example in medical research. Imagine that we want to compare the rel-
ative effectiveness of two different drugs that are used to treat high blood pressure. We take a
sample of 60 men who have high blood pressure and randomly assign each man to one of two
groups: The men in one group take one drug, and the men in the other group take the other drug.
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Later, we compare the blood pressure measurements for the men in the two groups. In this situ-
ation, we are manipulating the particular drug that each person takes; the drug, then, is the in-
dependent variable. Blood pressure is the variable that is presumably influenced by the drug
taken and so is the dependent variable.

As a final example, let’s look at a dissertation in educational psychology (Thrailkill, 1996).
The researcher wanted to study the effects of three different kinds of lecture material on people’s
ability to remember information contained in the lecture. Working with undergraduate students,
she presented different parts of a lecture on an obscure American Civil War battle in one of three
ways: (1) she described certain historical figures and events in such a manner that they were easy
to imagine and visualize (imagery condition), (2) she included attention-grabbing phrases
(attention condition), or (c) she did neither of these things (contro/ condition). In the following ex-
amples, the underscored phrases illustrate the modifications made for each of the three condi-
tions; other variations in wording made the three lectures equivalent in length:

Imagery: Lincoln also created the Army of Virginia, incorperating several forces which had been
under different commanders. Lincoln set the dimpled. baby-faced young blond Major General
John Pope in charge of this new combined force. Being put under his command was
objectionable to some of the former commanders. . ..

Attention: Lincoln also created the Army of Virginia, incorporating several forces which had been
under different commanders. Listen to me now. Lincoln set the less experienced Major General
John Pope in charge of this new combined force. Being put under the command of Pope was
objectionable to some of the former commanders. . ..

Control: Lincoln also created the Army of Virginia, incorporating several forces which had been
under different commanders. Lincoln set the less experienced junior officer Major General John
Pope in charge of this new combined force. Being put under the command of Pope was
objectionable to some of the former commanders. . . . (Thrailkill, 1996, p. 62, some
underscoring added)

After presenting different parts of the lecture under the three conditions, the researcher measured
the students’ recall for the lecture in two ways. She first gave them blank sheets of paper and asked
them to write down as much of the lecture as they could remember (a “free recall” task). When they
had completed the task, she gave them a multiple-choice test that assessed their memory for specific
facts within the lecture. In this study, the independent variable was the nature of the lecture mate-
rial: easily visualized, atrention-getting, or neutral. There were two dependent variables, both of
which reflected students’ ability to recall facts within the lecture: performance on the free recall task
and scores on the multiple-choice test. Thrailkill’s hypothesis was confirmed: The students’ ability
to recall lecture content depended, to some extent, on the way in which the content was presented.

THE IMPORTANCE OF CONTROL

In Chapter 3, we introduced you to the concept of internal validity. The internal validity of a re-
search study is the extent to which its design and the data it yields allow the researcher to draw
accurate conclusions about cause-and-effect and other relationships. In experimental designs, in-
ternal validity is essential; without it, any results the researcher obtains are uninterpretable.

As an example, suppose we have just learned about a new method of teaching science in el-
ementary school. We want to conduct an experiment to investigate the method’s effect on stu-
dents’ science achievement test scores. We find two fifth-grade teachers who are willing to
participate in the study. One teacher agrees to use the new method in the coming school year; in
fact, she is quite eager to try it. The other teacher wants to continue using the same approach he
has always used. Both teachers agree, too, that at the end of the school year we can give their stu-
dents a science achievement test.

Are the two classes the same in every respect except for the experimental intervention? If the stu-
dents taught with the new method obtain higher science achievement test scores at the end of
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the year, will we know that the method was the czuse of the higher scores? The answer to both
questions is a resounding 70! The teachers are different: One is female and the other male, and
they almost certainly have different personalities, educational backgrounds, teaching styles, and
so on. In addition, the two groups of students may be different; perhaps the students instructed
by the new method are, on average, more intelligent or motivated than the other, or perhaps they
live in a more affluent school district. Other, more subtle differences may be at work as well, in-
cluding the interpersonal dynamics in the two classes, and the light, temperature, and noise lev-
els within each classroom. Any one of these factors, and perhaps others that we haven’t thought
of, may have contributed to the differences in achievement test scores we obtained.

Whenever we compare two or more groups that are or might be different in ways in addition
to the particular treatment or intervention we are studying, we have confounding variables in
our study. The presence of such variables makes it extremely difficult to draw conclusions about
cause-and-effect relationships, because we cannot pin down what is the cause of any phenomenon
we observe after the intervention.

To maximize internal validity when a researcher wants to identify cause-and-effect relation-
ships, then, the researcher needs to control confounding variables so that these variables are ruled
out as explanations for any effects observed. Researchers use a variety of strategies to control for
confounding variables. Following are several common ones:

L. Kegp some things constant.  When a factor is the same for everyone, it cannot possibly account
for any differences that we see. Oftentimes researchers ensure that different treatments are im-
posed in the same or similar environments. They may also seek research participants who share a
certain characteristic, such as sex,'age, grade level, or socioeconomic status. (Keep in mind, how-
ever, that restricting the nature of one’s sample may lower the external validity, or generalizabil-
ity, of any findings obtained; see Chapter 5’s discussion of this concept.)

2. Include a control group.  In Chapter 5, we described a study in which an industrial psychol-
ogist begins playing classical music as employees in a typing pool go about their daily task of
typing documents. At the end of the month, the psychologist finds that the typists’ productiv-
ity is 30% higher than it was the preceding month. The increase in productivity may or may not
be due to the classical music. There are too many possible confounding variables—personnel
changes, nature of the documents being typed, numbers of people out sick or on vacation during
the 2 months, even just the knowledge that an experiment is being conducted—that may also
account for the typists’ increased productivity.

To better control for such extraneous variables, researchers frequently include a control
group, a group thar receives either no intervention or a “neutral” intervention that should have
little, if any, effect. They then compare the performance of this group to an experimental group
(also known as a treatment group) that participates in an intervention.

As you should recall from Chapter 5, people sometimes show improved performance simply
because they know they are participating in a research study, an effect known as reactivity or the
Hauwthorne effect. To take this fact into consideration, a researcher sometimes gives the people in
a control group a placebo that has the appearance of having an effect but in reality does not have
an effect. For instance, a researcher studying the effects of a new arthritis medication might give
some participants a particular dosage of the medicine and give others a similar-looking sugar pill.
Or a researcher investigating a new approach to treating test anxiety might use the new treat-
ment with some individuals but give other individuals general relaxation training that, although
possibly beneficial in other ways, won’t necessarily address their test anxiety.

We must stress quite strongly that any researcher who incorporates placebos in a study must con-
sider three ethical issues related to the use of placebos. First is the principle of informed consent: Par-
ticipants in the study must be told that the study includes a placebo treatment as well as an
experimental one and that they will not know which treatment they have received until the study
has ended. Second, if participants in the study have actively sought help for a medical, psycholog-
ical, or other serious problem, those who initially receive the placebo trearment should, at the con-
clusion of the study, be given the opportunity to receive more effective trearment. (This is assuming,
of course, that the treatment 7s more effective than the placebo.) Third, and most important, when
studying a treatment related to life-threatening siruations (e.g., a new drug for terminal cancer, a
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new psychotherapeutic technique for suicidal teenagers), the researcher must seriously weigh (a) the
benefits of the new knowledge that can be gained by including a control group that receives no
treatment versus (b) lives that may be saved by including all participants in the treacment group.

Our last point raises an issue we cannot possibly resolve for you here. Should you find your-
self having to make a decision about the best research design to use in a life-and-death situation,
you should consult with your professional colleagues, the Internal Review Board at your institu-
tion, and, of course, your own conscience.

3. Randomly assign people 1o groups.  In Chaprer 9, we spoke at length of the value of selecting
people at random to participate in a research study; such random selection enhances the proba-
bility that any results obtained for the sample also apply to the population from which the sam-
ple has been drawn. In experimental studies, researchers use random selection for a different
purpose: to assign participants within their sample to various groups.

In any research study involving human beings or other living things, members of the sample are
likely to be different from one another in ways that are relevant to the variables under investigation.
For example, earlier in the chapter we described a situation in which a researcher wants to compare
two methods of teaching elementary school science. The students in the study will almost certainly
differ from one another in intelligence, motivation, educational opportunities at home, and other fac-
tors that will affect their performance on the science achievement test given at the end of the school
year. It would be virtually impossible to control for such variables by having all students in the study
have the same intelligence, the same motivation, the same kinds of outside opportunities, and so on.

As an alternative to keeping some characteristics the same for everyone, a researcher can, in-
stead, randomly assign participants to groups. When people have been selected for one group or
another on a random basis, then the researcher can reasonably assume that on average, the groups
are quite similar and that any differences between them are due entirely 1o chance. In fact, many inferen-
tial statistical tests—especially those that allow the researcher to make COmparisons among two
or more groups—are based on the assumption that group membership is randomly determined
and that any pretreatment differences berween the groups result from chance alone.

4. Assess equivalence before the treatment with one or more pretests. Sometimes random assignment
to two different groups simply isn’t possible; for instance, researchers may have to study groups
thar already exist (e.g., students in classrooms, participants in different medical trearment pro-
grams). An alternative in this situation is to assess other variables that might influence the de-
pendent variable and determine whether the groups are similar with tespect to these variables. If
the groups are similar, then the researcher reduces or eliminates the possibility that such variables
could account for any group differences that are later observed.

Another strategy is to identify matched pairs: pairs of people—one in each of two groups be-
ing compared—who are identical or very similar with respect to characteristics that are relevant to
the study. For instance, a researcher comparing the achievement test scores of students in two dif-
ferent instructional programs might identify pairs of students of the same sex and age who have sim-
ilar IQ scores. A researcher comparing two different trearments for a particular illness might match
patients according to sex, age, and duration and intensity of the illness. In either case, the researcher
does not study the data collected for // people in the two groups, only the people who are part of
“matched sets” that he or she has identified. A researcher who uses this approach will, in the final
research report, explain in what way(s) the participants in the study have been matched. For exam-
ple, he or she might say, “pairs were matched on the basis of age, gender, and socioeconomic status.”

One problem with assessing before-treatment equivalence with pretests is that the researcher
rules out only rhe variables that he or she has actually assessed and determined to be equivalent across groups.
The design does not rule other influential factors that the researcher has not assessed and perhaps
not even considered.

5. Expose participants to both or all experimental conditions.  Still another strategy for controlling for
individual differences is to e participants as their own controls—rthat is, to have every participant in
the study undergo all experimental and control treatments and then assess the effects of each treat-
ment independently. Such an approach is known as a within-subjects design or a repeated measures design.

As an example, let’s return to the dissertation involving three different lecture methods and
their possible effects on recall for lecture content (Thrailkill, 1996). The researcher’s sample
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consisted of volunteer students who were enrolled in three sections of an undergraduate class in
educational psychology, and she planned to give the lecture just three times, once to each class.
The lecture was about an American Civil War battle sufficiently obscure that participants were
unlikely to have had any prior knowledge about it; thus, participants’ prior knowledge about
the battle was a constant (they all had zero prior knowledge) rather than a confounding variable.
The researcher divided the lecture into three parts of approximately equal length and wrote
three versions of each part, one version each for the imagery, attention, and control conditions.
She combined the three versions of the three lecture parts such that each class received the dif-
ferent treatments in a different sequence, as follows:

PART OF LECTURE
First Part Middle Part Last Part
Group 1 Attention Imagery Control
Group 2 Control Actention Imagery
Group 3 Imagery Control Attention

In this manner, all participants in her study were exposed to the two treatments and the con-
trol condition, and each condition occurred in all possible places (first, second, and third) in the
sequence.

In the study just described, the researcher had three groups whose members were not randomly
assigned, and so she gave all three interventions (imagery, attention, and control) to all three
groups. Sometimes researchers use a similar strategy with just a single group, and in some cases
with just a single individual. You will learn some strategies for showing causation in single-group
and single-individual studies later in the chapter, when we explore quasi-experimental designs.

6. Statistically control for confounding variables.  Sometimes researchers can control for known
confounding variables, at least in part, through statistical techniques. Such techniques as partial
correlation, analysis of covariance (ANCOVA), and structural equation modeling are suitable for this
purpose. We'll briefly describe each of these in Chapter 11. Should you choose to use one of them
in your own research, we urge you to consult one or more statistics books for guidance about their
use and appropriateness for various research situations.

Keep in mind, however, that controlling confounding variables statistically is no substitute for
controlling for them in one’s research design if at all possible. A carefully controlled experimental de-
sign is vhe only approach that allows you to draw definitive conclusions about canse-and-effect velationships.

OVERVIEW OF EXPERIMENTAL AND EX PosT FACTO DESIGNS

In true experimental research, the researcher manipulates the independent variable and examines
its effects on another, dependent variable. A variety of research designs have emerged that differ
in the extent to which the researcher manipulates the independent variable and controls for con-
founding variables. In the upcoming sections, we will present a number of possibilities, which
we’ve divided into three general categories: (a) pre-experimental designs, (b) true experimental designs,
and (c) quasi-experimental designs. We will also describe designs in which a researcher studies the
possible effects of an environmental factor that has occurred prior to the study itself; such designs
are often called ex post facto designs. Finally, we will consider studies in which the effects of two in-
dependent variables are examined simultaneously; such studies involve factorial designs. Alro-
gether, we will introduce 16 different designs that illustrate various ways—some more effective
than others—of identifying possible cause-and-effect relationships. Much of our discussion will
be based on a classic book chapter by Campbell and Stanley (1963).

! In particular, Designs 1-6 and Designs 811 are based on those thar Campbell and Stanley described. However, when de-
scribing Design 11, we use the contemporary term reversal design rather than Campbell and Stanley’s original term equivalent
time-samples design.
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We will be illustrating the designs using tables that have this general format:

Group Time—>
Group 1

Group 2

Each group in a design will be shown in a separate row, and the things that happen to the group
over time will be shown in separate cells within the row, The cells will have one of four notations:

Tx: Indicates that a treztment (reflecting the independent variable) is presented.
Obs: Indicates that an observation (reflecting the dependent variable) is made.
— Indicates that nothing occurs during a particular time period.

Exp: Indicates a previous experience (an independent variable) that some participants have
had and others have not; the experience has not been one that the researcher could control.

The nature of these tables will become more apparent as we proceed.

As you read about the 16 designs, keep in mind that they are hardly an exhaustive list; re-
searchers may modify or combine them in various ways. For example, although we will be lim-
iting ourselves to studies with only one or two groups (perhaps one treatment group and one
control group), it is entirely possible to have two or more treatment groups (each of which is ex-
posed to a different variation of the independent variable) and, in some cases, two control groups
(perhaps one getting a placebo and another getting no intervention at all). More generally, the
designs we describe here should simply provide a starting point that gets you thinking about how
you might best tackle your own research problem.

PRE-EXPERIMENTAL DESIGNS

In pre-experimental designs, it is not possible to show cause-and-effect relationships, because
either (a) the independent “variable” doesn’t vary or (b) experimental and control groups are not
comprised of equivalent or randomly selected individuals. Such designs are helpful only for
forming tentative hypotheses that should be followed up with more controlled studies.

DESIGN 1: ONE-SHOT EXPERIMENTAL CASE STUDY

The one-shot experimental case study is probably the most primitive type of experiment that
might conceivably be termed “research.” An experimental treatment (Tx) is introduced, and then
a measurement (Obs)—a posttest of some sort—is administered to determine the effects of the
treatment. This design is shown in the following table:

Croup Time—>
Group 1 Tx | Obs

The design has low internal validity because it is impossible to determine whether partic-
ipants’ performance on the posttest is the result of the experimental treatment per se. Many
other variables may have influenced participants’ performance, such as physiological matura-
tion, experiences in the participants’ home lives, or a significant event in the society in which
the participants live. Perhaps the condition observed after the treatment existed defore the treat-
ment as well. The reality is that, with a single measurement or observation, we have no way of
knowing whether the situation has changed or not, let alone whether it has changed as a result
of the intervention.
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One-shot experimental case studies may be at the root of many common misconceptions. For
example, imagine that we see a boy sitting on the damp ground in mid-April. The next day, he
has a sore throat and a cold. We conclude that sitting on the damp earth caused him to catch cold.
Thus, the design of our “research” thinking is something like this:

Exposure to cold, damp ground (Tx) —> Child has a cold (Obs)

Such “research” may also “support” such superstitious folk beliefs as these: If you walk un-
der a ladder, you will have bad luck; Friday the 13th is a day of catastrophes; a horseshoe above
the door brings good fortune to the house. Someone observed an event, then observed a subse-
quent event, and linked the two together as cause and effect.

Be careful not to confuse the one-shot experimental case study method with the case study
design of many qualitative studies. As described in Chapter 6, case study research involves exten-
sive engagement in a research setring—a far cry from basing conclusions on a single observation.

Although the one-shot experimental case study is simple to carry out, its results are, for all in-
tents and purposes, meaningless. At the very least, researchers should use the design described nexc.

DESIGN 2: ONEfGROUP PRETEST-POSTTEST DESIGN

In a one-group pretest-posttest design, a single group (a) has a pre-experimental evaluation, then
(b) is administered the experimental treatment, and finally (c) is evaluated after the treatment.
This design is represented as follows:

Group Time—>
Groupl |Obs | Tx Obs

Suppose an elementary school teacher wants to know if listening to a story on a tape recorder
improves the reading skills of students in her class. She gives her students a standardized read-
ing pretest, has them listen to a tape-recorded story every day for 8 weeks, and then tests them
with an alternate form of the same standardized test. If the students’ test scores improve over the
8-week period, she might conclude—perhaps accurately, but perhaps not—that listening to the
stories was the cause of the improvement.

Suppose an agronomist hybridizes two strains of corn. He finds thar the hybrid strain is more
disease-resistant and has a better yield than either of the two parent types. He concludes that the
hybridization process has made the difference. Once again we have an Obs-Tx-Obs design: The
agronomist measures the disease level of the parent strains (Obs), develops a hybrid of the two
strains (Tx), and then measures the discase level of the next generation (Obs).

In a one-group pretest-posttest design, we at least know that a change has taken place. How-
ever, we have not ruled out other possible explanations for the change. In the case of the elementary
school teacher’s experiment, improvement in reading scores may have been due to other activities
within the classroom curriculum, to more practice taking the reading test, or simply to the fact that
the students were 8 weeks older. In the case of the agronomist’s experiment, changes in rainfall, tem-
perature, or soil conditions may have been the primary reason for the healthier corn crop.

DEsicN 3: Static GRoupP COMPARISON

The static group comparison involves both an experimental group and a control group. Its de-
sign takes the following form:

Group Time—>
Group 1 Tx | Obs
Group 2 — | Obs

An experimental group is exposed to a particulat experimental treatment; the control group is

not. After the treatment, both groups are observed and their performance compared. In this de-
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sign, however, no attempt is made to obtain equivalent groups or at least to examine the groups
to determine whether they are similar before the treatment. Thus, we have no way of knowing if
the treatment actually causes any differences we observe between the groups.

The three designs just described, though commonly employed in many research projects,
Jeave much to be desired in terms of drawing conclusions about what causes what. The experi-
mental designs we describe next are far superior in this respect.

TRUE EXPERIMENTAL DESIGNS

In contrast with the somewhat simple designs we have just described, experimental designs of-
fer a greater degree of control and, as a result, greater internal validity. The first chree designs we
discuss here share one thing in common: People or other units of study ate randomly assigned 1o
groups. Such random assignment guarantees that any differences between the group are probably
quite small and, in any case, ate due entirely to chance. The last design in this section involves a
different strategy: administering different treatments to a single group.

DESIGN 4: PRETEST-POSTTEST CoNTROL GROUP DESIGN

In a pretest-postest control group design, an experimental group and a control group are carefully
selected through appropriate randomization procedures. The experimental group is observed, sub-
jected to the experimental treatment, and observed once again. The control group is isolated from
any influences of the experimental treatment; it is simply observed both at the beginning and at the
end of the experiment. The paradigm for the pretest-posttest control group design is as follows:

Group Time—>

c 2| Group1 | Obs | Tx Obs
SE
3 fg,): Group2 | Obs | — Obs

Such a design, simple as it is, solves two major problems associated with pre—experimental
designs. We can determine whether a change takes place after the treatment, and, if so, we can
climinate other possible explanations (in the form of confounding variables) as to why the change
has taken place. Thus, we have a reasonable basis on which to draw 2 conclusion about a cause-

and-effect relationship.

DESIGN 5: SOLOMON Four-GroupP DESIGN

One potential problem in the preceding design is that the process of observing or assessing peo-
ple before administering the experimental treatment may, in and of itself, influence how people
respond to the treatment. For instance, perhaps the pretest increases people’s motivation: It
makes them want to benefit from the treatment they receive. Such an effect is similar to the re-
activity effect that we described in Chapter 5 and referred to earlier in this chapter.

To address the question, What effect does pretesting have?, Solomon (1949) proposed an ex-
tension of the pretest-postrest control group design that involves four groups, as depicted in the
following table:

Group Time—>

., | _Group 1 | Obs | Tx | Obs
% g Group2 | Obs | — Obs
5 | Group g 1= Tz |Obs
“<| Group 4 e O

The addition of two groups who are not pretested provides a distinct advanrage. If che re-
searcher finds that, in the final obsetvation, Groups 3 and 4 differ in much the same way that
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Groups 1 and 2 do, then the researcher can more easily generalize his or her findings to situations
in which no pretest has been given. In other words, the Solomon four-group design enhances the
external validity of the study.

Obviously, this design involves a considerably larger sample and demands more time and en-
ergy on the part of the researcher. Its principal value is in eliminating pretest influence; where
such elimination is desirable, the design is unsurpassed.

DESIGN 6: POSTTEST-ONLY CoNTROL GROUP DESIGN

Some life situations defy pretesting. You cannot pretest the forces in a thunderstorm or a hugri.
cane, NOr can you pretest growing crops. Additionally, at times you may be unable to locate a
suitable pretest, o, as just noted, the very act of pretesting can influence the results of the ex-
perimental manipulation. In such circumstances, the posttest-only control group design offers a
possible solution. The design may be thought of as the last two groups of the Solomon four-group
design. The paradigm for the posttest-only approach is as follows:

Group Time—>

g §| Group 1 Tx | Obs

s E

S -95;," Group 2 — | Obs
<

Random assignment to groups s, of course, critical in the posttest-only design. Without it, the
researcher has nothing more than a static group comparison (Design 3), from which, for reasons pre-
viously noted, the researcher has a difficult time drawing inferences about cause and effect.

DESIGN 7: WITHIN-SUBJECTS DESIGN

Throughout the book we have been using the term participanss when referring to people who par-
ticipate in a research study. Some disciplines (e.g., psychology) often use the term subjects instead.
This term has a broader meaning than participants in that it can be used to refer to a wide variety
of populations—perhaps human beings, dogs, pigeons, or laboratory rats.

By within-subjects design, we mean that all participants receive two (or possibly more) differ-
ent treatments simultaneously, and the potential effects of each treatment are observed. If we use
the subscripts # and & to designate the different treatments and treatment-specific measures,
then, in its simplest form, the design is as follows:

Group Time—s>
Tx, | Obs,
TXb ObSb

Group 1

You may also see the term repeated-measures design used for such a study, because the dependent
variable is measured more than once, with the effect of each treatment being assessed separately.

As an example, imagine that a researcher wants to study the effects of illustrations in teaching
science concepts to sixth graders. The researcher creates a short textbook that presents, say, 20 dif-
ferent concepts. In the textbook, all 20 concepts are defined and described with similar precision
and depth. In addition, the text illustrates 10 of those concepts (chosen randomly) with pictures or
diagrams. After students read the book, they take a test that assesses their understanding of the 20
concepts, and the researcher computes separate test scores for the illustrated and nonillustrated con-
cepts. If the students perform better on test irems for illustrated concepts than on items for nonil-
lustrated ones, the researcher can reasonably conclude that, yes, illustrations help students learn
science more effectively. In other words, the researcher has identified a cause-and-effect relationship.

For a within-subjects design to work, the various forms of treatment must be such that their
effects are fairly localized and unlikely ro “spread” beyond specifically targered behaviors. This is
the case in the study just described: The illustrations help students learn the particular concepts
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that have been illustrated but do not help students learn science more generally. In contrast, it
would not make sense to use a within-subjects design to study the effects of two different psy-
chotherapeutic techniques to reduce adolescents’ criminal behaviors: If the same group of ado-
lescents receives both treatments and then shows a significant reduction in juvenile offenses, we
might suspect that either treatment could have had a fairly broad impact.

Ideally, too, the two different treatments should be administered repeatedly, one after an-
other, in a balanced, but somewhat random order. For example, in the textbook that presents both
illustrated and nonillustrated science concepts, we might begin with an illustrated concept, then
have two nonillustrated ones, then another illustrated one, another nonillustrated one, two illus-
crated ones, and so on, with the presentation of the two conditions being evenly balanced
throughout the book.

With the last point in mind, let’s return to the dissertation involving the history lecture de-
scribed earlier. Each group received each of the three treatments: the imagery, attention, and con-
erol conditions. The logistics of the study were such that it was difficult to intermingle the three
treatments throughout the lecture; instead, the researcher administered first one treatment (e.g.,
attention), then another (e.g., imagery), and finally the third (e.g., control). Had she limited her
study to a single group, she could not have ruled out an alternative explanation—when in the
lecture the information appeared (whether it appeared near the beginning, in the middle, or at
the end)—for the results she obtained. By using chree different groups, each of which had each
condition in a different order, she was able to eliminate that alternative explanation. Strictly
speaking, however, because the researcher could neither randomize assignment to groups 00t
randomly distribute different treatment conditions throughout the lecture, her study is proba-
bly better characterized as a quasi-experimental study than a true experimental study. We look
more closely at quasi-experimental designs now.

QuAsI-EXPERIMENTAL DESIGNS

In the preceding discussion of true experimental designs, we emphasized the importance of rand-
omness, either in the selection of group members in a multiple-groups study or in the presenta-
tion of different treatments in a single-group study. Sometimes, however, randomness is not
possible or practical. In such situations, researchers often use quasi-experimental designs.
When they conduct quasi-experimental studies, they do not control for all confounding variables
and so cannot completely rule out some alternative explanations for the results they obtain. They
must take whatever variables and explanations they have not controlled for into consideration
when they interpret their data.

DESIGN 8: NONRANDOMIZED CONTROL GrouP PRETEST-POSTTEST DESIGN

The nonrandomized control group pretest-posteest design can perhaps best be described as ly-
ing somewhere between the static group comparison (Design 3) and the pretest-posttest con-
trol group design (Design 4). Like Design 3, it involves two groups to which participants
have not been randomly assigned. But it incorporates the pretreatment observations of De-
sign 4. In sum, the nonrandomized control group pretest-posttest design can be depicted as
follows:

Group Time—>
Groupl | Obs | Tx | Obs
Group2 | Obs | — | Obs

Without random assignment, there is, of course, no guarantee that, prior to the experimental
treatment or intervention, the two groups are similar in every respect—that any differences be-
rween them are due entirely to chance. However, an initial observation (e.g., a pretest) can con-
firm that the two groups are at least similar in terms of the dependent variable under investigation.
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If, after one group has received the experimental treatment, we then find group differences with
respect to the dependent variable, we might reasonably conclude that the posttreatment differ-
ences are probably the result of that treatment.

Identifying matched pairs in the two groups is one way of strengthening the pretest-posttest
control group design. For instance, if we are studying the effect of a particular preschool program
on children’s IQ scores, we might find pairs of children—each pair including one child who is
enrolled in the preschool program and one who is not—who are the same sex and age and have
similar IQ scores before the program begins. Although we cannot rule out all other possible ex-
planations in this situation (e.g., it may be that the parents who enroll their children in the pre-
school program are more concerned about their children’s cognitive development in general), we
can at least rule out some alternative explanations.

DESIGN 9: SiMPLE TIME-SERIES DESIGN

In its simplest form, a time-series design consists of making a series of observations (i.e., meas-
uring the dependent variable on several occasions), introducing an intervention or other new dy-
namic into the system, and then making additional obsetvations. If a substantial change results
in the second series of observations, we may reasonably assume that the cause of the change was
the factor introduced into the system. This design thus looks something like the following;:

Group Time—>
Groupl | Obs | Obs | Obs | Obs | Tx | Obs | Obs | Obs | Obs

In such studies, the sequence of observations made priot to the treatment is often referred to as
baseline data.

Such a design has been widely used in the physical and biological sciences. Sir Alexander
Fleming’s discovery that Penicillinm notatum (a mold) could inhibit staphylococci (a type of bac-
teria) is an example of this type of design. Fleming had observed the growth of staphylococci on
a culture plate # number of times. Then, unexpectedly, a culture plate containing well-developed
colonies of staphylocacci was contaminated with the spores of Penicillinm notatum. Fleming ob-
served that the colonies near the mold seemed to disappear. He repeated the experiment with the
bacteria and the mold in company with each other. Each time, his observation was the same: no
staph germs near the mold.

The major weakness of this design is the possibility that some other, unrecognized event
may occur at the same time that the experimental treatment does (a confounding variable some-
times known as Aiszory). If this other event is actually the cause of the change, then any conclu-
sion that the treatment has brought abourt the change will, of course, be an erroneous one.

DEesIGN 10: CoNTROL GROUP, TIME-SERIES DESIGN

In a variation of the time-series design, two groups are observed over a period of time, but one
group (a control) does not receive the experimental treatment. The design is configured as follows:

Group Time—>
Groupl | Obs | Obs | Obs | Obs | Tx | Obs | Obs | Obs | Obs
Group2 | Obs | Obs | Obs | Obs | — | Obs | Obs | Obs | Obs

This design has greater internal validity than the simple time-series design (Design 8). If
an outside event is the cause of any changes we observe, then presumably the performance of
both groups will be altered after the experimental treatment takes place. If, instead, the ex-
perimental treatment is the factor that affects performance, then we should see a change only
for Group 1.
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DesicN 11: ReEVERSAL TIME-SERIES DESIGN

The reversal design uses a within-subjects approach as a way of minimizing (though not entirely
eliminating) the probability that outside effects might bring about any changes observed. The
intervening experimental variable is sometimes present, sometimes absent, and we measure the
dependent variable at regular intervals. Thus, we have the following design:

Group Time—>
Group 1 Tx |Obs | — | Obs | Tx | Obs | — | Obs

To illustrate, suppose we are interested in whether audiovisual materials help students learn
astronomy. On some days we might include audiovisual materials in a lesson, and on other days
we might omit them. We can then measure how effectively students learn under both conditions.
If the audiovisual materials do, in fact, promote student learning, then we should see consistently
better student performance on those days.

DESIGN 12: ALTERNATING TREATMENT DESIGN

Group

A variation on the reversal design involves including two or more different forms of the experi-
mental treacment in the design. Referring to the two different forms of treatment with the no-
rations T, and Tx;, we can depict such a design in the following manner:

Time—>

Group 1

Tz,

Obs | — | Obs | Tx, | Obs | — [Obs | Tx, | Obs | — Obs | Tx, | Obs

If such a sequence were pursued over a long enough time span, then we would presumably see
different effects for the two different treatments.

DesioN 13: MuLTiPLE BASELINE DESIGN

Designs 11 and 12 are based on the assumption that the effects of any single treatment are tem-
porary and limited to the immediate circumstances. But what do we do if a treatment is likely
to have long-lasting and perhaps more general effects? If the treatment is truly apt to be benefi-
cial, then ethical considerations may discourage us from including an untreated control group.
In such instances, a multiple baseline design provides a good alternative. This design requires at
least two groups. Prior to the treatment, baseline data is collected for all groups, and then the
treatment itself is introduced at a different time for each group. In its simplest form, a multiple
baseline design might be configured as follows:

Group Time—>

Baseline—> Treatment—>
Group 1 — |Obs | Tx | Obs | Tx | Obs
Baseling——> Treatmeni—>
Group 2 — | Obs | — | Obs | Tx | Obs

A study by Heck, Collins, and Peterson (2001) provides an example of this approach. The
researchers wanted to determine if instruction in playground safety would decrease elementary
school children’s risky behaviors on the playground. The treatment in this case involved a
5-day intervention in which a woman visited the classroom to talk about potentially risky
behaviors on slides and climbing equipment, as well as about the unpleasant consequences
that might result from such behaviors. The woman visited four classrooms on different weeks;
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Instances of risky
behavior on slides and
climbers by grade level;
third graders and
kindergartners shared a
combined recess

Reprinted from “Decreasing
Children’s Risk Taking on the
Playground” by A. Heck, J.
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a random selection process resulted in her visiting the first grade class one week, the second
grade class the following week, and the kindergarten and third grade classes (which went to
recess at the same time) the week after that. Meanwhile, two independent observers simulta-
neously counted the number of risky behaviors on the playground before, during, and after the
intervention. The data they collected are depicted in Figure 10.1; number of risky behaviors
on the slide are shown with the lighter dots, whereas those on the climbing equipment are
shown with the darker dots. Notice how each group has data for three time periods: a pre-
intervention baseline period, the S-day safety-training period, and a post-training follow-up
period. As you can see, the children showed fairly rapid declines in risky behavior on the slide
once safety training began. Those groups who used the climbing equipment most frequently
(the second and third graders) showed a concurrent decline in risk taking on that equipment.
Because the behavior changes occurred at different times for the three groups, and in particu-
lar when each group began the safety training, the researchers reasonably concluded that the
training itself, rather than something else in the school environment or elsewhere, was proba-
bly the reason for the change.
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Percentage of session
time in which hair
twirling was observed
both in the bedroom and
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Analysis and Treatment of Hair
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12, AND 13 IN SINGLE-SUBJECT STUDIES

Reversal, alternating treatment, and multiple baseline designs can be used not only with groups
but also with single individuals, in what are collectively known as single-subject designs. A
study by Deaver, Miltenberger, and Stricker (2001) illustrates how a researcher might use two of
these, reversal and multiple baseline, simultaneously. A 2-year-old girl named Tina had been re-
ferred for treatment because she often twirled her hair with her fingers so vigorously that she pulled
out some of her hair. On one occasion she wrapped the hair around a finger so tightly that it began
to turn blue and the hair had to be removed with scissors. Tina engaged in such behavior prima-
rily when she was alone (e.g., at naptime); hence, there was no parent or other adult present to dis-
courage it. The researchers identified a simple treatment—putting thin cotton mittens on her
hands—and wanted to document its effect. They videotaped Tina’s behaviors when she was lying
down for a nap in either of two settings, her bedroom at home or her daycare center, and two ob-
servers independently counted the number of hair twirling incidents as they watched the video-
tapes. Initially, the observers collected baseline data. Then, during separate time periods for the
bedroom and daycare settings, they gave Tina the mittens to wear during naptime. After revers-
ing back to baseline in both settings, they had Tina wear the mittens once again. The percentages
of time that Tina twirled her hair in the two settings over the course of the study are presented in
Figure 10.2.

In both the bedroom and daycare settings, the researchers alternated between baseline and
treatment; this is the reversa/ aspect of the study. Furthermore, they initiated, and then later reini-
tiated the treatment, at different times in the two settings; this is the multiple baseline aspect of
the study. Figure 10.2 consistently shows dramatic differences in hair twirling during baseline
versus mittens conditions, leading us to conclude that the mittens, rather than some other fac-
tor, were almost certainly the reason for the disappearance of hair twitling.
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Ex Post FACTO DESIGNS

In many situations, it is unethical or impossible to manipulate certain variables in order to in-
vestigate their potential influence on other variables. For example, one cannot introduce a new
virus, withhold instruction, ask parents to abuse their children, or modify a person’s personality
to compare the effects of these factors on the dependent variables in one’s research problem.

Ex post facto designs? (the term ex post facto literally means “after the fact”) provide an alter-
native means by which a researcher can investigate the extent to which specific independent vari-
ables (a virus, a modified curriculum, a history of family violence, or a personality trait) may possibly
affect the dependent variable(s) of interest. Although experimentation is not feasible, the researcher
identifies events that have already occurred or conditions that are already present and then collects
data to investigate a possible relationship between these factors and subsequent characteristics or
behaviors. After observing that different circumstances have prevailed among two or more groups
(e.g., some children are vaccinated against chicken pox, whereas others are not; one preschool pro-
vides extensive training in drawing and art, whereas another does not), an astute researcher attempts
to determine whether these different circumstances preceded an observed difference on some de-
pendent variable (e.g., reported number of cases of chicken pox, development of artistic skills).

Ex post facto designs are often confused with correlational or experimental designs because
they have similarities with both types of designs. Like correlational research, ex post facto re-
search involves looking at existing conditions. Bur like experimental research, it has clearly iden-
tifiable independent and dependent variables.

Unlike experimental studies, however, ex post facto designs involve no direct manipulation
of the independent variable: The presumed “cause” has already occurred. To the extent that such
manipulation is not possible, the researcher cannot draw firm conclusions about cause and effect.
The problem here is that the experimenter cannot control for confounding variables that may
provide alternative explanations for any group differences that are observed.

Although an ex post facto study lacks the control element—and so does not allow us to draw
definite conclusions about cause and effect—it is nevercheless a legitimate research method that
pursues truth and seeks the solution of a problem through the analysis of data. Science has no dif-
ficulty with such a methodology. Medicine uses it widely in its research activities. Physicians dis-
cover an illness and then inaugurate their search “after the fact.” They sleuth into antecedent
events and conditions to discover a possible cause for the illness. Such was the approach of med-
ical researchers when the AIDS virus emerged in the 1980s.

Like experimental designs, ex post facto designs may take a variety of forms. Here we pre-
sent one possible design for illustrative purposes. We will also present a second ex post facto de-
sign in the subsequent section on factorial designs.

DESIGN 14: SimPLE Ex PosT FAcTo DESIGN

Design 14 is similar to the static group comparison (Design 3), which we included in our dis-
cussion of pre-experimental designs. The sole difference here is one of timing: In this case, the
“treatment” in question occurred long before the study began; hence, we will call it an experience
rather than a treatment because the researcher has not been responsible for imposing it. A sim-
ple ex post facto design can be depicted as follows, where Exp refers to a prior experience that one
group has had and another has not:

Group  Time—>

Prior | Investigation
event(s)| period

Group 1 | Exp Obs
Group 2 — Obs

2 Ex post factor designs are also known as causa/-comparative designs. However, as Johnson (2001) has so eloquently pointed out,
the lacter term may mislead novice researchers to believe that such designs show cause and effect as clearly and definitely as
true experimental designs. In reality, of course, such designs never eliminare all other possible explanarions for an observed ef-

fect; thus, they cannor truly show cause and effect.
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An obvious variation on this design is one in which Group 2 has an experience as well, albeit a
different experience from that of Group 1.

Such designs are common in studying the possible effects of environmental variables such as
television viewing habits, child abuse, and malnutrition. They are also used in studying the po-
tential influences of preexisting (and often hereditary or congenirtal) characteristics such as gender,
mental illness, and physical disability. (In the latter instances, we might want to replace the term
experience with a term such as characteristic.) The most we can conclude from these studies is that
certain behaviors or characreristics tend to be associated with certain preexisting conditions; we can
never determine that those behaviors or characteristics were actually caused by those conditions.

FACTORIAL DESIGNS

Thus far, we have been describing designs in which only one independent variable is studied. Yet
in many situations, a researcher examines the effects of two or more independent variables in a
single study; this approach is known as a factorial design.

DEsIGN 15: RANDOMIZED TWO-FACTOR DESIGN

In its simplest form—one involving two independent variables, which we'll call Viariable 1 and
Variable 2—such a design might look something like the following:

Group Time—>

Treatments related to
the two variables may
occur simultaneously or
sequentially

Treatment | Treatment
related to | related to
Variable 1 | Variable 2

_ | Group 1 Tx; Tx, Obs
g g Group 2 Tx, — Obs
3 %" Group 3 —_ TX, Obs
<| Group 4 — — Obs

We can determine the effects of the first independent variable by comparing the performance of
Groups 1 and 2 with that of Groups 3 and 4. We can determine the effects of the second inde-
pendent variable by compating Groups 1 and 3 with Groups 2 and 4. If you think you've seen
this design before, in a way you have. This is simply a more generalized form of the Solomon four-
group design (Design 5), but we are no longer limiting ourselves to having the presence or ab-
sence of a pretest be one of our independent variables.

Such a design allows us to determine not only the possible effects of two independent vari-
ables but also whether those variables inferacr in some way as they influence the dependent vari-
able. For instance, imagine that, after presenting both treatments, we find that Groups 2, 3, and
4 show similar performance but that Group 1 outperforms the other three. Such a result may in-
dicate that neither independent variable produces a particular effect on its own—that both vari-
ables are necessary to bring about the effect.

DEesicN 16: CoMBINED ExPERIMENTAL AND Ex PosT Facto DESIGN

In the factorial design just presented, participants are randomly assigned to groups in a true ex-
perimental study. But it is also possible to combine elements of experimental research and ex post
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facto research into a single factorial design. In its simplest form, such a design might look like
the following:

Group Time—>

Prior
event(s) | Investigation period—->

Group la |Tx, |Obs
Group 1b |Tx, |Obs
Group 2a |Tx, |Obs
Group 2b |Tx, |Obs

Group 1 | Exp,

Assign-
ment

Group 2 | Exp,

Random |Random

Assign-
ment

In this case, the researcher initially divides the sample into two groups based on the participants’
previous experiences or preexisting conditions; this is the ex Dpost facto part of the study. Then the
researcher randomly assigns members of each group into one of two treatment groups (or perhaps
a treatment group and a control group); this is the experimental part of the study. The result is four
groups that represent all four possible combinations of the previous experience/preexisting char-
acteristic and the treatment variable. Such a design enables the researcher to study how an exper-
imental manipulation may influence some dependent variable 2nd how a previous experience or
preexisting characteristic may possibly interact with that manipulation.

As a variation on such a design, the experimental manipulation might be a within-subjects
variable rather than a between-groups variable. As an example, one of us authors once joined
forces with two colleagues and a graduate student to test the hypothesis that people with differ-
ent educational backgrounds interpret and remember maps differently and, more specifically, that
only people with a background in geography apply general principles of geography when they in-
terpret maps (Ormrod, Ormrod, Wagner, & McCallin, 1988). We constructed two maps to test
our hypothesis. One map (see Figure 10.3) was arranged in accordance with the patterns of a typ-
ical city; for instance, a downtown business district was located at a point where it could be eas-
ily reached from different directions (this is typical), and factories, a lumberyard, and low-income
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housing were situated near railroad tracks (also typical). The second map (see Figure 10.4) was
less “logical” in the sense that it violated basic geographic principles; for instance, a river origi-
nated in the plains and ran up into a mountain range, and various transportation networks did
not interconnect in the way that they normally do. The two different maps reflected one of our
independent variables: logic (or lack thereof) of the spatial arrangement of features within a map.

Three groups of college professors—geographers, sociologists, and educational psychologists—
provided the basis for our second independent variable: educational background. We asked each pro-
fessor to study each of the two maps aloud for three 2-minute intervals (we recorded whar they said
during the study sessions) and then, after each interval, to draw as much of the map as he or she
could remember.

Thus, if we call the two maps Tx, (logical map) and T, (illogical map), our design looked
like the following:

Group Time—>
Geographers Tx, | Obs | Obs | Obs | Tx, | Obs | Obs |Obs
Sociologists Tx, | Obs | Obs | Obs | Tx, | Obs | Obs |Obs

Educational Tx, | Obs | Obs | Obs | Tx, | Obs | Obs |Obs
psychologists

In this situation, one independent variable—the logic or illogic of the map presented—was a vari-
able we directly manipulated, and we presented it to all participants in a within-subjects (repeated-
measures) manner. The second independent variable, educational background, was a preexisting
condition and therefore something we could #oz control; this was the ex post facto part of the design.

The upshor of the study was that there was an interaction between the two independent vari-
ables, map logic and educational background. In particular, the geographers remembered more
of the logical map than they did of the illogical map; in contrast, the sociologists and educational
psychologists remembered each map with equal accuracy. We interpreted this result to indicarte
that only the geographers were applying geographic principles to study the maps and that they
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could use such principles effectively only with the geographically logical one. We supported our
conclusion by conducting content analyses of the professors’ study sessions: Indeed, the geogra-
phers applied many geographic principles to the logical map (but not the illogical one); mean-
while, the sociologists and educational psychologists studied both maps in a haphazard fashion,
and with few attempts to interpret them.

A summary of the pre-experimental, experimental, quasi-experimental, ex post facto, and
factorial designs described in the preceding sections appears in Table 10.1. Keep in mind that,
as stated earlier, this is not an exhaustive list of experimental and ex post facto designs. You can
combine and expand on these designs in a number of ways—and perhaps incorporate elements
of qualitative or descriptive-quantitative designs (e.g., content analysis or longitudinal data col-
lection) as well—to more effectively address your own research question.

TABLE 10.1

Summary of experimental designs

Comments on the Design

Pre-Experimental Designs

1. One-shot To show that one event Grou Time—> Shows a before-and-after
experimental (a treatment) precedes P sequence but cannot
case study another event (the Group 1 Tx | Obs substantiate that this is a

observation) cause-and-effect
relationship.

2. One group To show that change T Provides a measure of
pretest-posttest occurs after a greup e change but yields no
design treatment Groupl |Obs | Tx | Obs conclusive results about

its cause.

3. Static group To show that a group ; Fails to determine
comparison receiving a treatment Group Time—> pre-treatment

behaves differently Group 1 Tx | Obs equivalence of groups.
than one receiving no
treatment Group 2 — | Obs

True Experimental Designs

4. Pretest-posttest To show that change . Controls for many
control group occurs following, but - Group L s potential threats to
design only following, a g 5| Groupl | Obs | Tx Obs internal validity.

particular treatment = E
§&| Group2 | Obs | — | Obs
<C

5. Solomon To investigate the ; Enables the researcher to
four-group possible effect of Group Time—> determine how pretesting
design pretesting .| Group 1 Obs | Tx | Obs may affect the final

£ E Group 2 Obs | — Obs outcome observed.
T =
3 % Group 3 — | Tx | Obs

| Group 4 — | — | Obs

6. Posttest-only To determine the Group Time—s> Uses the last two groups
control group effects of a treatment — in the Solomon four-group
design when pretesting cannot | g 5| Group 1 Tx | Obs design; random

or should not occur -§ £ assignment to groups is
S % Group 2 — | Obs critical for ensuring group
< equivalence.
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' Comments on the Design

True Experimental Designs, continued

7. Within-subjects

design

To compare the relative
effects of different
treatments for the
same participants

Group Time—>
Tx, | Obs,
G 1
roup Txb ObS b

Useful only when effects
of each treatment are
temporary and localized.

Quasi-Experimental Designs

8. Nonrandomized

To show that two

Differs from experimental

control group ~ groups are equivalent Group Time—> designs because test and
pretest-posttest  with respect to the Group 1 Obs | Tx Obs control groups are not
design dependent variable totally equivalent;

prior to the treatment, Group2 | Obs | — | Obs equivalence on the

thus eliminating initial pretest assures

group differences as equivalence only for

an explanation for variables that have

post-treatment specifically been

differences measured.

9. Simple To show that, for a ; Provides a stronger
timepiseries single group, change CGroup _ Time—> alternative to Degsign 2:
experiment occurs during a Group 1 | Obs | Obs Tx | Obs | Obs | external validity is

lengthy period only increased by repeating
after the treatment the experiment in
has been administered different places under
different conditions.
10. Control group, To bolster the internal Involves conducting
time-series validity of the Group Time—> parallel series of
design preceding design with Group 1 | Obs | Obs Tx | Obs | Obs | observations on
the addition of a experimental and control
control group Group 2 | Obs | Obs — | Obs | Obs groups.
11. Reversal time- To show, in a single ’ Is an on-again, off-again
samples design  group or individual, Group Time—> design in which the
that a treatment Group 1 | Tx | Obs | — |Obs | Tx Obs experimentai variable is
consistently leads to sometimes present,
a particular effect sometimes absent.
12. Alternating To show, in a single ' Involves sequentially
treatment design group or individual, that Group  Time—> administering different
different treatments Group 1 | Tx, | Obs | — |Obs | Tx, |Obs treatments at different
have different effects times and comparing their
effects against the
possible consequences of
nontreatment.
13. Multiple To show the effect of a ) Involves tracking two or
baseline design  treatment by initiating Group _ Time—> more groups or
i(g fe;t different times for | Group 1 | — | Obs | Tx |Obs | Tx |Obs individuals over time, or
ifferent groups or tracking a single individual
individuals, or perhaps | Group 2 | — Obs | — |Obs | Tx |Obs in two or more settings,

in different settings for
a single individual

for a lengthy period of
time, as well as initiating
the treatment at different
times for different groups,
individuals, or settings.

(continued)
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LA RRR N  Summary of experimental designs (continued)

 Comments on the Design

Ex Post Facto Designs

14. Simple ex post  To show the possible May show a difference

facto design effects of an Group Time—> between groups but does
experience that Group 1 Exp | Obs not conclusively
occurred, or a demonstrate that the
condition that was Group2 Obs difference is due to the

present, prior to the prior experience/condition

investigation

in question.

Factorial Designs

15. Randomized To study the effects of s Requires a larger sample
two-factor two experimenter- Group Time—> size than two-group
design manipulated variables | Groupl | Tx; | Tx, | Obs studies; random

and their possible £ Group 2 Tx e Obs assignment to treatments
interaction € E ! is essential.
S % Group 3 — | Tx, | Obs
= Group 4 — | — | Obs

16. Combined To study the effects of Group  Time—> Requires a larger sample
experimental an experimenter- size than two-group
and ex post manipulated variable, § ¢ 2|Group la | Tx, |Obs | studies: random
facto design a previously existing Group 1 | Exp, 232 Group 1b | Tx. |Obs | 25Signment to the

condition, and the x < - e experimenter-manipulated
Llpw‘;eeii\;:glon between & . B Group 2a |Tx, |Obs | Variable is essential.
roup 2 |Exp, |[S@E
S 3 = Group 2b [Tx, |Obs

*The symbols in each paradigm are explained fully in the discussion of each design type in the text.

META-ANALYSES

As we have seen, we can conclude that a cause-and-effect relationship exists between an in-
dependent variable and a dependent variable only when we have directly manipulated the
independent variable and have controlled for confounding variables that might offer alter-
native explanations for any observed changes in the dependent variable. Even when we've
taken such precautions, however, there is the possibility that our alleged “cause” doesn’t re-
ally produce the effect we think it does—that the situation we’ve just observed is a once-in-
a-lifetime fluke.

In Chapter 5, we introduced the idea of replication: A research study should be repeatable. In
fact, we gain greater confidence in our research findings when a study is repeated over and over
again—perhaps with a different population, in a different setting, or with slight variations on
the treatment implementation.

Once researchers have conducted many such replications, another researcher may come along
and conduct a meta-analysis—that is, an analysis of the analyses. In particular, the researcher
combines the results of many experimental and/or ex post facto studies to determine whether they
yield consistent, predictable results. A mera-analysis is ptimarily a statistical technique, and so
we will look at this procedure more closely in Chapter 11.
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CONDUCTING EXPERIMENTS ON THE INTERNET

—
- USING
TECHNOLOGY

In the section “Computerizing Data Collection in Descriptive Research” in Chapter 9, we men-
tioned that some researchers now conduct research studies on the Internet, Although most of
these studies can best be categorized as descriptive studies, we occasionally see experimental stud-
ies as well. For instance, one of us authors once visited the Web site “Psychological Research on
the Net,” which provides links to numerous sites that host online research projects.? To learn
more about this growing approach to data collection, she became a participant in several of the
online studies that were active at the time. Although most of the studies involved completing
questionnaires and so appeared to be correlational or survey studies, one of them was clearly an
experimental study. In particular, she was asked to (a) read and study a story that was illustrated
by several photographs; (b) read three additional stories, one of which was quite similar to the
initial story; and (c) answer a series of questions about derails in the stories. In a subsequent de-
briefing on the Web site, she learned that she had been randomly assigned to the experimental
group in the second part of the study; other participants were assigned to a control group, in
which all three stories were quite different from the initial story. The researcher was investigat-
ing the possible effects that a similar story in Part b might have on recall for the story in Parr a.

In some instances, an Internet-based research study may be quite suitable for your research
question. Keep in mind, however, that the sample you get will hardly be representative of the
overall population; for instance, it is likely to consist primarily of college-education, computer-
literate people who enjoy participating in research studies. An additional problem is that you
cannot observe your parricipants to determine whether they are accurately reporting demo-
graphic information (their age, gender, etc.) and whether they are truly following the instruc-
tions you present. Accordingly, we suggest that you use an Internet-based study only to formulate
tentative hypotheses or to pilot-test experimental materials you plan to use in a more controlled
and observable situation.

TESTING YOUR HYPOTHESES, AND BEYOND

Experimental and ex post facto studies typically begin with specific research hypotheses, and sub-
sequent statistical analyses will, of course, be conducted to test these hypotheses. Such analyses
often take the form of a ¢ test, analysis of variance, or analysis of covariance (more about such pro-
cedures in Chapter 11),

Yet one’s analyses need not be restricted on/y to the testing of initially stated hypotheses. Of-
tentimes a study may yield additional results—results that are unexpected yet intriguing—that
merit analysis. There is no reason why the researcher can’t examine these findings—perhaps sta-
tistically, perhaps not—as well.

PRACTICAL APPLICATION IDENTIFYING RESEARCH DESIGNS

As a way of reviewing the designs we've described in this chapter, we offer a little “pop quiz.”
Following are brief summaries of five research studies. The studies don’t necessarily fit exactly
into one of the design categories presented, but each one is definitely experimental, quasi-
experimenial, or ex post facto in nature. Identify the type of research that each study reflects. The
answers appear after the suggested readings at the end of the chapter.

1. A team of researchers has a sample of elementary school boys, some of whom have been
identified as having attention-deficit hyperactivity disorder (ADHD) and some of

3 As noted in Chapter 9, you can reach the site by going to APS's home page, heep://www.psychologicalscience.org/; click on
“Psychology links” and then on “Online Psychology Experiments.” Alternatively, you can go directly to the site, which, as chis
book goes to press, is located at heep://psych.hanover.edu/research/exponnet.heml.
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whom have not. One of the researchers asks each boy to interpret several social situa-
tions that are depicted in a series of black-and-white drawings (e.g., one sequence of
drawings shows a sequence of events at a Halloween party). Some of the situations in-
volve antisocial behavior (e.g., aggression), and other situations involve prosocial be-
havior (e.g., sharing). The researchers compare the interpretations that boys with
ADHD make with the interpretations that boys without ADHD make (Milch-Reich,
Campbell, Pelham, Connelly, & Geva, 1999).

2. Two researchers want to see if a particular training program is effective in teaching horses
to enter a horse trailer without misbehaving in the process (without rearing, trying to
turn around, etc.). Five horses (Red, Penny, Shadow, Sammy, and Fancy) go through the
training, with the training beginning on a different day for each horse. For each horse, an
observer counts the number of misbehaviors every day prior to and during training, with
data being collected for a time span of at least 45 days (Ferguson & Rosales-Ruiz, 2001).

3. Two researchers wonder whether an eyewitness’s memory of an event is affected by ques-
tions that he or she is asked subsequent to the event. To find out, the researchers shows
adults a film that depicts a car accident. Each adult is then asked one of five questions
(randomly selected) about the accident:

e About how fast were the cars going when they contacted each other?

¢ About how fast were the cars going when they Ai# each other?

* About how fast were the cars going when they bumped into each other?

* About how fast were the cars going when they co/lided into each other?

o About how fast were the cars going when they smashed into each other?

The researchers compute the average speed given in response to each of the five ques-
tions to determine whether the questions have influenced participants’ “memory” for
the accident (Loftus & Palmer, 1974).

4. A researcher studies the effects of two different kinds of note-taking training (one of
which is a placebo) on the kinds of notes that college students take. Her sample consists
of students enrolled in two sections of an undergraduate course in educational psychol-
ogy; with the flip of a coin, she randomly determines which section will be the treat-
ment group and which will be the control group. She analyzes the content of students’
class notes both before and after the training, making the prediction that the two
groups’ notes will be similar before the training but qualitatively different after the
training (Jackson, 1996).

5. At the request of the National Park Service, two researchers at Rocky Mountain National
Park are investigating the degree to which signs along hiking trails might influence hik-
ers” behaviors. Park Service officials are concerned thar the heavy traffic on one particular
hiking trail, the trail to Emerald Lake, may be having a negative impact on the local envi-
ronment; they would like to divert some traffic to a lesser-used trail to Lake Haiyaha, which
begins at the same place as the Emerald Lake trail. One day in early summer, the researchers
hide battery-operated, optic counters at key locations along the two trails to record the
number of hikers. The study has four phases: (1) at the spot where the two trails originate,
only signs indicating the destinations of the two trails are present; (2) a “positively worded”
sign is added that describes the attractive features of the Lake Haiyaha trail and encourages
hikers to use it; (3) the positively worded sign is replaced by a “negatively worded” sign that
describes the crowdedness of the Emerald Lake trail and discourages its use; and (4) both
the positively worded and negatively worded signs are posted. The researchers compare the
frequency of hikers during each of the four phases (Ormrod & Trahan, 1982).

A SAMPLE DISSERTATION

To illustrate how an experimental study might appear in its written form, we present excerpts
from Virginia Kinnick’s doctoral dissertation conducted at the University of Colorado (Kinnick,
1989). The researcher, a faculty member in the School of Nursing at another university, had con-
siderable experience teaching nursing students the knowledge and skills they would need when
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[After an introductory paragraph outlining the chapter’s contents, the author describes the
sample—students enrolled in maternity nursing courses at two universities—used in the study.
Then, as she begins a discussion of her procedure, she explains that the experimental treatments
were based on the Tennyson-Cocchiarella concept-teaching model {1986) and presents the key
elements of the model. We pick up the methodology chapter at the point where the author

describes the specific treatments used for each of the three treatment groups.]

Description of the Treatment Groups

[The author first explains that, for each of the three groups, treatment consisted of
instruction in the basic concepts of fetal monitoring, plus additional instructional strategies,
or “teaching variables,” that differed for the groups.] . . . Starting with a basic class and
adding new teaching variables to each treatment group, however, did require additional
time. The length of time required for teaching the three treatment groups varied between 1
and 2 hours. These timeframes were established based on the results of the survey of
baccalaureate nursing schoals, in which 36% of the schools responding had less than 1 hour
to teach fetal monitoring theory, and 52% had 1 to 2 hours (Kinnick, 1989).

The teaching variables for the first treatment group included labels and definitions, and

presentation of best examples. According to Merrill and Tennyson, these variables usually
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working with women who were in the process of delivering a baby, and her interest lay in learn-
ing more about teaching such knowledge and skills effectively.

During a woman’s labor prior to the delivery of her baby, a fetal monitor is often used to as-
sess the baby’s heart rate, and the maternity nurse must frequently check the monitor for signs that
the baby may be experiencing exceptional and potentially harmful stress. The researcher wanted
to determine whether a particular method of teaching concepts (Tennyson & Cocchiarella, 1986)
might be more effective for teaching fetal monitoring skills than the method traditionally used in
nursing education programs. In her own words, the researcher’s problem statement was as follows:

This study is designed to determine if use of an instructional design model for concept
attainment in teaching the critical concepts related to fetal monitoring will make a significant
difference in preparation of nursing students in this skill, compared to the traditional teaching
method which exists in most schools. (Kinnick, 1989, p. 8)

The research design is not one of the designs we've specifically described in this chapter. In-
stead, it involves administering three different instructional treatments to three (randomly se-
lected) treatment groups and then observing the effects of the treatments at two different times:
once immediately after instruction and then later after students had completed the clinical rota-
tion portion of their nursing program. Thus, the design of the study was the following:

Group Time—>

Groupl | Tx; | Obs | Obs
Group2 | Tx, | Obs | Obs
Group3 | Tx; | Obs | Obs

Random
Assignment

In the following pages, we present excerpts from the methodology chapter of the researcher’s
dissertation. Our comments and observations appear on the right-hand side.

Comments

METHODOLOGY

The author points out a possible confounding
variable 7n ber siudy: the three forms of
ISTTUCLION 100k Varying amonnts of time.

The survey to which the anthor refers was
administered during a pilor study that she
conducted prior to conducting the dissertation
itself- She published the pilor study as a

vesearch article, which she cites here.
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include additional information needed to aid in the clarification and understanding of the
concepts (Merrill & Tennyson, 1977, p. 100). Therefore, the design of this didactic
presentation began with a very basic overview of physiology at the uterofetoplacental unit.
Electronic fetal monitoring patterns are a reflection of uterofetoplacental physiology.
Understanding the normal physiology and changes in the physiology that cause
inadequate fetal oxygenation help the learner to identify the various patterns, and whether
patterns are normal or abnormal. Understanding the physiology is also the basis to
identifying appropriate nursing intervention which promotes normal physiology ({reduction
or even elimination of fetal distress) when abnormal patterns occur.

When the classes were taught, the majority of students did not have any theory about the
process of labor and delivery. In addition, they had not seen a fetal monitor. Methods of
monitoring the fetus and a brief description and discussion of external versus internal monitoring,
therefore, needed to be discussed. In addition, it was necessary to show the students a print-out
of a fetal monitor as well as explain what the graphs meant. Before the basic concepts related to
interpretation of the fetal heart could be taught, the student also needed to recognize critical
characteristics of a contraction pattern as seen on a monitor strip. Contraction patterns can be a
cause of physiological changes at the uterofetoplacental site. After these areas had been
covered, the concept label, definitions, and best examples were presented. . . .

This 1 hour presentation included labels, definitions, best examples, and clarifying
information. In the experience of this researcher, this presentation reflects closely the
method for teaching fetal monitoring used in most schools of nursing, especially when the
allocated time for teaching this content is limited. This treatment group is referred to as
Group 1 throughout the study.

The second treatment group began with the same presentation used with the first
treatment group, plus the addition of expository presentations for each major concept. An
expository presentation was added after the labels, definition, and best examples of each
set of coordinate concepts had been completed. For example, following the definition and
display of the best examples of baseline fetal heart rate and its coordinate concepts, an
expository presentation was done of the coordinate concepts. When that was completed,
the concept of baseline variability was introduced and the same order of teaching variables
was used. The addition of the expository presentations added approximately half an hour,
so that this treatment group was scheduled for one and one-half hours. This group (labels,
definitions, best examples and expository presentation) is referred to as Group 2.

The design in Group 2 was chosen based on the results of Dunn’s research {1984) on
concept learning with college age students. . . . [The author briefly describes Dunn’s findings
and their relevance for the instruction presented to Group 2.]

The treatment design for the third group used the same teaching variables as in Group
2, plus the addition of an interrogatory presentation to follow each expository
presentation. This involved the addition of . . . transparencies specifically developed for
the interrogatory presentation. When a fetal monitor pattern was shown on the screen,
students were requested to compare it with their handout [of] definitions (list of critical
characteristics) and best examples, and to identify the concept shown on the fetal
monitoring pattern. This treatment design incorporated all of the teaching variables of the

Tennyson-Cocchiarella concept-teaching model.

Here the anthor describes the treatment used
Jor each treazment group; in a later
“Procedure” section, she describes the general
procedure she used to conduct the study.
More often, a researcher will include a
descriprion of how each group was treated
within the procedure section itself. Either
approach is acceptable, however, as long as
the writer makes the organization of the
methodology section clear (e.g., through
headings and subbeadings).

This description of what most students knew
(and did not know) before instruction gives
the reader greater confidence that the results
observed after instruction (i.e., students’ test
performance) were probably due to the
instructional treatments, rather than to any
earlier learning experiences that the students
may have had,

Notice that the author’s notion of what is
“traditional” instruction is based on her
own experiences, and she says so bere.

After describing Group 1, the author proceeds
to descriprions of Group 2 and then Group 3
in a logical and systematic fashion. The use
of three subbeadings (something along the
lines of Treatment for Group 1 or Group 1
Instruction) might have been belpful, however.

By “expository presentation,” the author
means giving a shovt explanation or lecture
about important ideas and concepts.

A rationale for a particular experimental
treatment strengthens any vesearch repors. A
brief rationale can easily be incorporated
into the description of procedures; a longer
one should probably be presented earlier in
the research report.

By “interrogarory presentation,” the aushor
neans asking questions to assess siudents’
understanding of, and ability to apply,
what t/aey have learned.



Chapter 10 Experimental and Ex Post Facto Designs

Development of the Instruments
[In this section, the author describes the tests she used to assess what participants knew
about fetal monitoring following instruction, as well as a short questionnaire she used to
determine the extent to which each participant had learned something about fetal monitoring

before instruction.]

Procedure

Prior to implementing this research, approval for the project was obtained from the
Human Research Committee at the University of Colorado, and the Internal Review Board
for Research at the University of Northern Colorado (Appendix E). The researcher then met
with all students in each maternity nursing course during their first class, to explain the
research and ask their consent to participate. Consent forms were provided for each student
(Appendix E). Once this process was completed, the research design was implemented.

Each maternity nursing course had three groups participating in the research. Students
in each of the courses were randomly assigned to one of these three groups. One group
received the instructional method described in the Tennyson-Cocchiarella model of concept
attainment. A second group received the same instructional method with the exception of
the interrogatory presentation. The third group had a didactic presentation using only
tables, definitions, best examples and clarifying information. In other words, both the
expository and interrogatory presentations were eliminated from the presentation for the
third group. In both schools, the researcher taught all three methods. A script (or lecture)
was developed for the researcher to use in all the treatment groups so that the content
was the same in each group (Appendix F). The students were tested in a class session
within 2 to 3 days following the class (treatment).

After the completion of the clinical experience of all groups in each university, a parallel
form of the classification test was again administered. The sequence can be summarized as
follows:

Class instruction—:> Posttest—:> Clinical
Rotation—> Delayed Test upon Completion of
Clinical Rotation

In addition, each student was requested to keep a record of the number of contacts each
of them had with fetal monitoring tracings, the context, and type of pattern (Appendix G).
For example, the student may have been assigned to a labor patient who had a normal
pattern. The contact, however, could have been in clinical conference where actual monitor
strips of patients were discussed, or also in a prenatal clinic where a nonstress test was
done on a patient. The purpose of keeping these records [was] to identify the number of
interrogatory examples the students encountered clinically and the range of examples. This
information [could] be compared with the post test results.

|deally, none of the students were to have had any contact in the clinical setting before the
instruction and first test were done. However, it was impossible to schedule all three
treatments before students in each maternity nursing course were assigned to the clinical
setting since they began their clinical experiences the second week of classes. A few students
in this situation were assigned to patients with fetal monitors attached. Since they did not

have any theory on fetal monitoring, they were not responsible for interpretation of fetal

monitor patterns. However, staff nurses and/or clinical instructors may have demonstrated
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Becanse the author conducted the study at
two universities, she followed the necessary
human research review procedures ar both
institutions.

As noted earlier in Chapier 10, random
assignment is one effective way of ruling out
the possible effects of confounding variables.

The first group mentioned here (“one group”)
is actually Group 3, and the last (“the
third group”) is actually Group 1; this
reversal might cause confusion for the reader.

The use of a “script” here should belp the
vesearcher teach the content similarly for all
three treatment groups (except, of course, for
the things she intentionally wanted to do
differently for the three groups). Thus, it
shonld help 1o minimize any effects due to
researcher expectancy (see Chaprer 5).

This graphic display of the procedure used is
@ helpful summary for the reader.

The anthor presumably asked students to
keep such vecords as a way of helping ber
interpret any unexpected results related to
the delayed (post-clinical votation) test.
Keep in mind, however, thar such self-
reporting techniques, dependent as they are
or participants’ diligence and nemories,
will not always yield totally accurase
information.

Here the author poinis out a potential
(probably minor) weakness in her study:
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how to attach and detach the equipment and talkeq about tracings seen by each student on

their individual patients.

Statistical Analysis

[The author continyes with a discussion of the Statistical analyses she used to compare

the performance of the three groups.]

FOR FURTHER READING
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Some students had additional exposure to
Jetal monitoring afier the instruction she
had given them in their vespective treatiment
groups. The exposure was apparently
minimal, however, and 5o Drobably did nor
Jeopardize the qualiry of her study, Such
bonesty is essential in any vesearch report.
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Application ( “Identifying Research

L. This is an ex post fuacto study, because the researchers do not (and cannor) manipulate the
independent variable: the presence or absence of attention-deficit hyperactivity disorder.

2. This is a guasi-experimental study. In particular, it involves a multiple baseline design:
Bach of the horses begins training on a different day. In the section of the chapter “Using
Designs 11, 12, and 13 in Single-Subject Studies,” a multiple baseline study involving a
single 2-year-old girl is described. Here we see the approach being used with five horses,
each of which is treated identically except for the date on which training begins.

3. This is an experimental study in which the researchers randomly assign participants to
one of five groups, each of which is asked a different question.

4. Don’t let the random selection of treatment and control groups fool you. This is a guasi-
experimental study because the participants are not randomly assigned as individuals to
the treatment and control groups. More specifically, the study is a nonrandomized con-
trol group pretest-posttest design (Design 8).

5. This, too, is a quasi-experimental study. It is a time-series design in which the effects of

tWo new signs) imposed either singly or in combination. Of the designs described in this
chapter, it is probably most similar to Design 12. Note, however, that no phase of the
study is repeated; this omission is a decided weakness in the design.



